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4BSTRACT

his oper outlines -c ar ae-nomc aPnl-
ysis of a microcomputer system -ss;tued for pers~nal use.

it provides a methodolgy for application identification and

quantification of the benefits derived from the applica-

tions. Empirical decision rules ars suggested for -he key

decisions of quantity ini mix of s~ftvare, start-up and

cessation timing, and rasDarce allocition. These rules are

based upon analysis of airginal oppDrtunIti.as gained ani

foregone over the lifecy--le 3f t23 system. Particular

emphasis is placed upon the role of software in the

econoaics of the system. Economies )f scale and sensitivity

analysis are also discuss-d. The tiasis serves as a struc-

tured beqinning for further re=s.a-h into microcomputer

system modelling j
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A. BACKGROUID

* In 1971 Intel Corporation constructed a general purpose

microprocessor chip in res.onse to a request from Datapoint

for a front end processor for their terminals. Due to the

long lead time involvel with the Datapoint application and

with Datapoiat's permission, Intel began selling the chips

on the open market. Two versions were created, the 4004, a

basic microprocessor, aai the 9333, an upgraded model.

Market response was sliggish and Intel began to lose

interest in the whole prject. djaver, In 1975 Altair

packaged Intel's 8008 in kit forz with the 5-100 DUS and

created the first true si--roconput ec, the Altaic 9830. The

following year Apple Coapiters (whi-i currently hcids 20% of

the microcomputer market) &as born 1a a garage in Cupertino,
California. Three other companies also introduced their

flagship microcomputer iodels thit year. For various
reasons the latter three units ie.e not 3apported by

consumers and are no ].cger in p:31uction. Commodore,
Heath, and Radio Sha. c all intr-)uced their inaugural

microcomputers in 1976.

The industry took off luriag 1973-1979. Do~zns of firms

began marketing their own systems. 3ther companies, large

ani small, introduced theL own periheral equipment compat-

ible with the more popilar systess. Softeare vendors

offerinq both operating systems inl ipplicatioas programs

* victually eliminated the need foc micro users to learn

programming. Currently jyt magazine [Ref. 1: p. 4461

-I ireports that IM expects to sell one million Personal

Computers by the end of 1984 ind &p.la estimates there are

9
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400,000 Apple II models i use. hpple's sales have leveled

off at approximately 23,330 systems per month. The new
sitteen-bit microcomputars will plize the power of a

minicomputer in a desktop-sizel pazka;e.

Awed by the technology ant surprised at the low cost,

users have crowded the :oa3uter stores in a rash to comput-

erize their businesses. Neophyte :omputer owners discover

that they have failed to adequately analyse their situation

before investing. Many ice forced t3 use systems that are
saturated from the start; others to iot have enough apolica-

tions to fill the too-of-the-liae systems they have

purchased; and still others spend azeassive amounts of time

deziphering masses of lita genecated by poor software.
These people are learning the lessons which mainframe owners

learned over the past three dezades. They have succumbed to

the diseconomies of microcomputers.

B. THESIS OBJECTIVES

The purpose of t2is paper Ls to provi--e a set of

economic decision rules for the evaluation of a microcom-

puter system for a single user. Actual decisions are

generally male within the context )f a limited and highly

approximate abstraction of the actual situation. rhe deci-

sion rules contained herein provil structure to these

abstractions. The use of the riles enable comparison

between competing computer systems. rhe same conditions and

assumptions are extended iniformly izross all systems which
permit value measurement and allow the potential user to

* ."rank the systems on an interval scale. Naturally, microcom-

puter selection cannot be sade solely on an economic basis,

but an analysis Using these techni~Ies can provide input to

the overall decision process.

1)
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2. _n ,

This paper will itteipt t3 provide i systematic

method for the identification of mi~cocomputer applications

for a single user in a small business gnvironme.t. It will

discuss how to extend the cosputin; resource throughout a

large organization; in otier words, how to determine which

levels and individuals of an organizition should be allo-

cated personal computers. More imp:tintly, it will attempt

to identify and quantify the benefits to be derived from the

implementation of selectel applications. Not surprisingly,

micros are being marketed as just inother piece of office

equipment. However, unlike most offel= equipmeat, a-icrccom-

puters have a set of applications .rom which :he user can
select specific uses dapaading upoi the softiare accompa-

nying :1e unit. The . rst step i3 system planning is

identification and evaluation of pc3spective applications.

The application identificition methoD that will be presented

is designed to be flexible and expiniole so as to be of use

to all persons seeking cost-effective uses of personal

co31puters.

3. Efec-v2_ess

Another goal of this thesis is the analysis of

effective microcomputer ise. A 3fstem can be perfectly

efficient in that it pr:cesses inf3:mation it the lowest

possible cost but it may not be very effective. A principle

element in system effectiveness is the quality of informa-

tion it produces. The characteristic of gjality as it

applies to information is a composie Of its ,.tent, age,

accuracy, and importance :Ref. 2: p. 15]. The simplest way

to improve information gality is 1o "clean up" input or

output format. For example, the yallow pages of the tele-

phone book contains higier ;ualitf information than the

11



white pages if the usec is seeking a list of all computer

dealers in the geographiz- area. rhe information is more

efficiently formatted vit2 respazt to the lesirad task.

Producing effective inforzition on oitput is largely a func-

tion of the software employed. rha tradeoffs in software

cost and information quality will be zonsiderei later in the

software costing disIcussi3M.

C. ASSURPTIONS

This economic analysis is based apon severaL assumptions

which form a framework fE: the decision rule. 1icrocomputar

systems will be the only zomputers under consideration. For

discussion purposes a aizrocoiputer is defined as an eight

or sixteen-bit machine with no more than one megabyte of

main memory that costs l3ss than $13,300 incliding periph-

erils. At this writing there ar. i proximataly one dozen

sixteen-bit micrcs in production. Although ianufacturers

have not finalizd their price structure fo: the new

mazhines, the methodologr will be aseful as soon as prices

ar. set. The use of the ratel 8083 ini 8086 mizroprocessors

with their one megabyte meaory address space in these second

generation micros surpasses the main a.mory capacity of many

of the more expensive minicomputars. Therefor., an arbi-

trary limit of $10,303 will be established to help

distingush between micros ind minis. This is necessary as

the minicomputer softwace uark.t is :adically different from

the micro software market.

For purposes of this evaluation it will be assumed

that sufficient funds are available in the organization to

purchase the system. In addition, only hardware purchase

will be considered. There are i myriad of lease and

12



lease-to-own plans available, far too many to :nsiler here.

Furtherucre, these plans are highly sansi~ive (such more so

than price) to dealer oversupply, naw product lntroduction,

and interest rate fluctuations. :,ap-ting servi:es providel

by an external vendor will not be z-isidered either. Haftka

and von Rayrhauser [Ref. 3: p. 7] pDint out that the buy or

contract decision is highly lepenlint upon the charging

algorithm used by the service bureau. Their survey includei

five service bureaus and found a wile variance 4n -oMputing
costs for the execution of a benchza:k program.

Finally it will b. assumel that the system must be

buadled as a turnkey operation for a naive user. Unlike ths

large comput%r operatio2, the small systems user does not

have the time tc learn computer aperition or the funds to

support a softvare or ape.atioas staff. The aser, with the

help of off-the-shelf so.ftiare, softdaC- and system docume.n-
tation, and dealer supp-rt, shoall be able to treat the

computer as a black box tait a:coMplishes -he desired appli-

cation. Programming, .Cog-imming languages, operating
systems, and networking proto:ols iue all beyond the scope

of this user.

D. NETHODOLOGY

hile this effort i3 not eat to be a treatise on

mi.-rocomputer prourement, it is izp3rtant for the reader to

understand the overall method of compater purchase. This is

necessary in order to sea how the tehn!ques lis:ussed in

later chapters fit in to tie purchase plan. rhere are many

different procurement strateqias. 3spton [Ref. 4: p. 202],

Barden [Ref. 5: p. 871, a:il Lu [Ref. 5: p. 36] all recommend
various plans for affect've small ystam selection. Each of

13



these methods have strong and weak p3ints. Gupton's method,

for example, contains a vscy thorojg2 discussion of applica-

tion analysis but does not say much ibout costing. Whateve.

methodology under consileration, opecation of this decision

ail requires three additional steps; application

identification, cost analysis, and xzoeling.

During the applicatio* identification phase a search for

areas of use which would benefit the user is conducted.

This paper w.l suggest a stracturs procedure for benefit

analysis. This step will yiell a set of benefits which will

form the basis for the rest of the evaluation. The second
phase, cost analysis, xiKminas the hardware-software costs

incurred to accomplish the desirel ipplications. This is

not merely an exercise in shopping, 3at a detailed review of
the incremental costs involve] in iMlesentation.
Holelling, the final step, is the coiparison of benefits

identified in step one with the czsts of the sfstes discov-
ered in step two. Use of the moe-1s will also eiucidate
start and stop times, rs)arce allDc.tion, and tradeoffs.

These steps aze designed to be "epeated with lifferent
cost and benefit elemea's to prohuce the optimum system.

The model acts as an impartial meisarement to4l which helps
cope with the complexity of the dacision. The results of

each iteration will call attention to areas where alditional

savings may be realized. As discussed above, this method-

ology is not meant to replace standard decision making

techniques, but rather it is desig2?1 to augment good busi-

nes3 practice. These cal:ulations do aot consider

intra-organizational environmental factors and, thus, cannot

evaluate system feasibility. For ezample, cash flow anal-
ysis of the optimum system can help the decision maker

determine whether the purhase will fit in with his long

range cash management pl&2.

14



A. FRAMEWORK FOR BEIEFIT 03TBRfII&r131

Due to the low cost of micro:oaputer systems and the

retail store approach to tirkating ai:cos, hardware salesmen

often make grandiose promises regirling system performance.

Unsophisticated buyers are lei to believe that a microcom-

puter will solve all their business icoblems. rhis passage

from Vahil [Ref. 7: p. 71 is illustrative of some of the

cdlims made to entice prospective -ustimers.

Small business computers can help tou:

1. cut costs.

2. Increase produ-tivity.
3. Improve effician:y.
4. Make sounder decisions.
5. Help business gr)*.

This cost of generalization of bseaEits to be izhieved from

microccmputer use has no zaaning to th. economist. In order

to demonstrate actual valie of a syt.ta, benefits must be

quantified with respect to each Individuai application.

Since the micros are desi;ied to be ased by one person, the

personal utility of the ba.efits 3ust be taken iato account.

within each orgiaization t3are exist areas from

vhich automation will proride econozi- payoffs. Each area

must be identified prior to the system design to enable the

designer to focus his efforts on optImlzing the performance

of that functional are%. Problem lefinition Is of utmost

15
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import as illustrated in this pissa; from the Infotech

Report on Computing Econouics "aef. 3: p. 87].

When a manager tackles iny problem there s to inherent
assumption that the problem 0eing tackled Is relevant to
the objectives of the 3rganizqtiqa :oncerne!, his is
an obyous point but one that is f:.q-uentlLy aissed. No
amount of maageent skll appl. dcsubequentiy viili
help. if t e tial cia ce of project is wrong or of
marginal sign zlcancee

The effort to computer4ize mast be concentritel on the

specific applications that will prodate the greatest roturn.

This is particularly true when dqalin; with mini anl micro
systems where the coap4ting resoirce may be limited.

Inherent in this concept is the realization that a tradeoff
point may be reached wha;e it is baiaficial to discard the
idea of a minicomputer ain consider & mainframe.

There ire many iaf3 to sela:t applications. Needs
statements, requirements lefinition3, and other methods of

application identificati.a lo not consider ths costs

involved. A manager aay require tie system to perform an

uneconomical application ind then donder why iis computer
system productivity is s3 poor. Sharpe (Ref. 9: p. 9]

sta tes:

-gst/effectiveness analysis Is vary mch at variancewith another approach t cs:n making that can best
be termed the *requi:.aents' ip3r ach. rhe latter
recommends that the le:ision-faket (1) determime his
requirements and then (2) .nl the cheapest way -o
sa isfy them. Such & ppocelure, .! folloveg literally,
can lead to optimal 19:1sions only by chance. fandee
the concept o-" a a9?areant o: .eed ts congm tei
foreign to an econom s. rFirms 'need' the big st ani
best computzr availablg. Besearchers 'wreruireo  an
almost an imited amount of :omputar time vitf the veryr highest Rriority. Ceilral pro-e srs 'need' a large
number of per;. peral _evices to ensure that they wt 1B.
used "& capac. 'y. na snort, needs are either unlai ted
or so large they can hardly ever be met in practice.

This trap is easily avoided when working with sicrocom-

puters. Since each microcomputer is selected for one

1
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inlividual's personal use* the appLications can be tailorel
to his specific needs. Tie key to successful O-onouic anal-

ysis is comparison of the cost benefIt relationship incurrel

with each sucessive appli3ation.

2. aWg lUma! Aa~rat~k

The first step in designing &a effective microcom-

puter system is the identification of specific ipplications
to be cotsidered. Appli:ition des:riptions iust be highly

detailed in order to select the appropriat- hardware-

software combination. iiztham Clef. 10: p. 511 states:

Iith these simple , low zost microc:mputer s y stems the
business manager can xlnsilze risks and coss by
leplo ng these small increments of couolter power
igaLinst specific, well 19finea problems in his business.
Using the computer for single ipplication such as job
costIng, payroll° or iaentr y ; upvides ,uck solutions
to the real problem areas without crea .3n. new major
problems.

By focussing the computin; power oa i- precise applicavion,

the decision maker increases the probability of system

success. It also provilss hiz wit some insight as to the

operation of the systems within his organizatiaa.

i The military has leveLopel i set of cost elements
for determining costs of ?rocurement projects. All of the

possible elements comprising systa_ lifecycl. costs are

grouped in a logical orler to provila a tool in overall cost
analysis CRef. 11]. It is apparent that this aerhod coull

also be used in identifying potential benefit areas in an

existing organization. To perfors the analysis, the deci-

sion maker lists all cost centers within his organization.

Table I is an example of a cost aLiment listing. It is

critical that the elemeats be listel in as small an area as
possible so that proper software can be obtained. Software

packages contain many finctions. A package called "The

17



f ABLI I!

Partial cost Element StructureI

1. Administration1.1. Ps sons.I
1e.Il. Pyroll

1.1.1.. Psycoll tax preparation I101.2. Employee razordsI
1.2. Finance

1.2.2. e a .ng
1.2.3. A.:couatin;1..3.1. I x acgountlag

1..3.2. Fiaincil &-=ounting
132.3.l3. Bodkeeping
1.3. word Pro:-ssin;

1.3.2. Zlectroni. 11- I
1.3.3. ELectroni: filing

2. Loii stics I
2.1. Invento2.1.1. ;tc rot!Ltion2.2. EquJ Mat

2.2.q. . aint -na
2.2.2. aesoirce maneaement
2.2.3. Procuressnt pyanning

2.3. Transportatian

3. operations I3.1. - Sales aal Mackting ;
3.1.1. Economic f5racas-ing i
3.1.2. &ccoun, 1avl)pmen.

3.2. Produ:t!on3.2.1. -os, , zontrol
3.2.2. Job :ostin e
3.2.3. Research aril developu:atI
3.2.14i Prodacti-43 t-acking"

3.3. TainingI

Aczountant", for instance, may contain tax and bookkeeping

elements all of which may not be a.9191

B. QU&ETIFICI!IVU OP BENEFITS

It is very difficult to piace i dollar vilue on .he

beaefits generated frDm microcoupiter use. Automation

yields savings in time, improved oatput accuraiy, and the

ability to use sophisticated analysis techniqaes which were

13
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not feasable prior to the purchase of the computer. These

benefits can be illustratal on a smill scale by consilering
the use of a pocket calzulator to baLance a checkbook. The

time savings and accuracy improvement in this case are

obvious but now the superior computational ability of the
calculator makes it easy Eor the user to forecast his future

balance and budget accordingly. What was it worth for that

person to be able to plan his bulget? Chances are a dozen

people would give a dozen lifferent answers. fhese are some
of the problems that must be considsred when attempting to

quantify benefits.

1. Jevenijj aAtj~j

Time savings can !e expressal as a dollar value by

estimating the amount of revenue that can be generated over
the amount of time savel. In allition, some actual costs

such as paper and re~cl sto-age =osts can be reduced.

I These savings have a aa!tiplier effect if the savings are
reinvested in revenue prolucing prolJcts. it is important
to note that the compute: system itself ioes not raise

revenue or profits except in the -ase of a computer service
bureau. One example of tiis methol of benefit quantifica-

tion is the case of a travel agent. rf the agent can reduce

the service time of each =Lient by ising a microcoaputer to

automatically print airline tickets the agent --an serv*c-

sore customers. The increased revmnie resulting from the

ftiee saved by not typing tickets 3y hand is the benefit
resulting from this appLiiatioa.

SBenefits can als be guantified by calculating the

labor and material costs saved. This is particularly useful

if actual outlay for part-tin or 2n*-salariel workers is

involved. Reduction of bookkeeper hours by automated



bookkeeping is an ezzellent example of this method of

benefit evaluation. klthough this proredure 43 much simpler

thin the revenue generation scheme, the benefits may not be

directly translatable into return on invested capital.

Ross, writing in the ;ft12JL LdpR 9L Q t~aS Fo212Ai
(Ref. 8: p. 100] relates the case of the BOAC. The airli e

shoved it cost twice is such to mite a plane reservation

after computerization. However, die to automation they were

able to fly more people on each flight. The net result was

a 22 percent annual retirn on a 3130 million investment.
This account points out the need to zonsider both methods

and judge all downstream affects of iutomation.

C. PROBLEMS I BEhEFIT QUNTIFICAIMS

Problems generated in benafit uiantificatin fall into
two major groups, benefits which zannot be zeasured ani

benefits which may or may not acarue. Items Lan the former

category shoull be listed for subjaztive consideration by

the decision maker. If he feels these benefits are wo-th

the cost, they may be a3signed in arbitrary dollar value and

factored into the decision rule. Benefits which are in
doubt can be assigned a acobability of occurance and multi-

plied by the amount whict could be tanticipated to yield an

expected value. Here aga'a the deision maker aust exercise

cation as the accuracy of these zaLzulations is apt to be

very poor.

One of the primary uimeasa:eable benefits is the

improvement of information accuracy is a result of automa-

tion. This element is very 1epenaent upon the quality of

input data; the familiar "garbage in-garbage out" principle.

This complicates the derision maker's subjective evaluation
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of information accuracy. In serviz--oriental businesses,

mi-rocomputers can help tisinessain improve castomer rela-

tions by enabling the employees to deal with customers

quickly and efficiently. By keepi2q the customer accounts

on line, employees can talk intelligently with customers
instead of having to look it up and return the call. Errors

in accounts can be correted on the spot. 3ther benefits

which cannot be measured are those affecting productivity,

efficiency, and business ;rowth cite! earlier by Nahil.

2. qengkp

Forecasting and oredi:tion 2ay or may not produc .

benefits, however the oayoffs fr,3 alvance information

gained by forecasting can oe excellent. For e1xample, if a

businessman can correctly predict a market trend and stock

accordingly, he can reap huge profits. Muller :Ref. 12: p.
121, in his evaluation of small business micro applications

mentions the many sophisticatad na-arical analysis techni-

ques that micros are making availil- to small business. He

also comments on the s~readsheer type of pcogram whi4h

enables the novice to answer many of iis "what if", quest-ons

or, in other words, perf3cm s nsitivity analyses. Many of
the benefits derived from these appli:-tions c.- improve the

de-ision-making power of tie user. All of these uncertain

beaslits involve situational or axternal !iztors which

complicate evaluation.

D. UTILITY

The value of the parsonal computer is highly dependent

upon the values of the person usin; it. All DE the quanti-

fization schemes discussad above 1sit be tempered by the
decision maker's utility function. Figure 2.1 shows the

indifference curves formed by plottin; one benefit- versus

21
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another. Each of these curves recrsent lines of equal

utility, or, "iso-utility zurves". The expansion path that
the individual will follow as utility increases travels in

the direction of the arrow. It cpresents the decision

maker's willingness to axzhange one benefit, or application,

for another as the overall system utility increases. It is

important to note that this path may not necessarily be a

straight line. Each individual may iave different traleoffs

at different levels of utility.

Utility must also be :nsidered when dealing with costs

and benefits. Jones (Ref. 13: p. 9] defines costs as "disu-

tility producing objects" and has plotted costs and benefit-

on indifference curves. The slope Df these indifference-

curves is negative and amasures the individual's tradeoff
between costs and benefits. Joa9s calls this slope the
"rate of psychological -ost benefit substitutiaa,. It meas-
ures the indivilual's dillingness to atte~pt to gain
additional benefits at eKtra cost. Both these utility
considerations translate into i set of ratios Dr weightings
that must be applied to the diffeca.at benefit levels to

reflect the personal choices of the aser.

4
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The costing iisussiois which follow will be concernel

not only with the direct costs but also the incremental or

marginal costs of the various items. The three relation-

ships of cost-value, marginal cost-marginal value, and net

value are illustrated in Figure 3.1 from Sharpe rRef. 9],

where q* is the optimum. The marginal costs are required

JIC
M9 C -7T (egn 3.1)

for the calculation of optimum lev.ls of irnputs and outputs.

Siace the marginal cost is defined as the chiage in total

cost (C) brought about b, a one i2it change i output (qI,

the derivative equation for marginal zost is given by equa-

tion 3.1, where output is defia.l as tha amount of

cospu.ation. The term vatie will r-fer to the dollar amount

of "ne benefits qualified in thZ Dr-viDus chapter.

Therefore, the total valie (TV) lias in the apper graph in

Figure 3.1 tracks the increased value of the benefits

created by microcomputer ase. So, as total valae increases,

the marginal value (,V) -. the chaagS in total value for a

dV
MV - 4 (egn 3.2)

one unit change in computation (oltput). This is illus-

trated in equation 3.2 . )bviously, the user wishes to gain

the maximum value at the ainimum =3t. This is equivalent

to maximizing the net vale., total value minus total cost.

Since the goal is to max-iize net valae (NV = V - C), the

optimum level occurs when the marginal net valae is zero.

Consider equation 3.3, whizh shows txat the optimum can also
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~(egn 3.31

be found by setting marginal costs aqual to marginal value.

Figure 3.1 provides a graphic illustration of these rela-

tionships. In the upper graph, the point of greatest

separation between total cost and total value corresponds to

the point in the center graph where the marginal costs anl

marginal values are equal. rhe lwer graph shows that at

this point, net value is iiximized.

These relaticnships are important in that they form ths

logical basis for deteraiaing the decision rules discussel

below. Each element of the microzouputer system will be

discussed separately ia tiis chapt-.. In determining the

optimum levels in this chipter, all of the costs %ad values

associated with the var-oas el-meats will be analyzed with

respect to the marginal cost-margial value r-lationship.

The individual element optimal level will occur at the point

where the marginal costs ittributed to that element equal

the marginal values derived from the element. In Chapter

IV, all the elements rejui.ed oy :he system will be combined
to form the formal system decision .ile.

1. SOFTWARE COSTING

The goal of software costing is to identify each small

area of benefit and tie tie cost of software t these appli-

cations. Wickham [Ref. 13] ceconmends deploying computers

like chess pieces:

With these simple, low -ost microcomputer systems, the
business manager can minimize risks an costs by
" eploying these small i nr ments of computing power
aga nst speciffic, well l afle pro~l.ms in his business.
usinq the computer for i single i plication such as job
=ost ng, paroll or i4ventory prbv.ides i-k solutions
to the ral prokem a.-eas withDut creaing new major
problems ... Hardwarg prizes r no longer zonside ed
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to be a limitation of market growth. The major
limitations at the praspat time on the expansipn of th-e
iarket for low cost busLaess systeas are markezng, user
risk, and software costs.

The cost of software is variable in that the decis-on-maker

can control the cost by zontroll!ag the number of applica-

tions. This variable nature of software -osts is

particularly true when t.a cost of aardware is viswed as a

fired cost distributed among all applications. This outlook

is useful as it enables tia separatioa of hardware and soft-

ware costs and, thus, allows separate consideration of both

elements. In fact, in t!e discussiDn of hardware cost, the

case will be made to consider software as the only effective

input to the microcomputer decision problem.

Custom software produced by in-house programmers

will not be zonsidered he:e. It is simply not feasible for

er, individual using a personal zomputer to require the

support of programmers an! analyst-. Instead the discussion

will focus on the purchase of off-tie-shelf, or standard,

scftware. As with any standardiz.d object, s:andarl soft-
ware may require the user to m3dify ais practices to use the
various programs. Wickham [Ref. 1): p. 51] states that the

user finds modifcation of his businsss objectionable:

The experience to small business suppliers indicates
that standard software is usually nt acceptable to theuser without some modifications. rh. users tend .o want
to make the computer coiforx to their business proce-
dures and methods. This naturally adas to the cost and
risk of the new system.

Of course, the user will wish to tailor the microcomputer

system to his specific operations. Unfortunat.ly, the cost
of software modificatioa i3 quite high. The user must fight

the urge to add additional :ost to the software without

27
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qaining major benefits. Endeed, the cost of a small modifi-

cation to a computer program often makes the entire applica-

tioe economically infeasible. 3owever, the standard

software market is growing rapidly tad there ace many stan-

dard packages to select from. Careful software selection,

ailed by the applicatio2 elements ilentifiel abcve, can

enable the user to fin the "best fit" of software to

applications without major modificati3ns to his routine.

At this point, a brief lis.assion of the standard

software market is iadLzate. This discussion of the

marketplace and the pricing problems faced by software

houses is needed to help the user gain some insight to the

environment surrounding software seal-:t.on. .he pr-css of

creating standard software is highly LAbor intensive. This

creates an unusual market denand curve as illustrated in

Figure 3.2 which assumes the softwire house is ittempting to

assign a price for a softiare package based Dn anticipated

sales (demand). if a software ldavzvlper estimates a small

demand for the product, he will raise the pri_e to attempt

to recover his costs. If tae da.ial for tne product is

widespread, he can lower -as price t: distribute development

costs over the market. En addition to development costs,

standard software houses ilso pay for the maintenance of

their software. Updates are proviled free or for a small

additional charge to registered owners of their programs.

Software prices have remained relatively constiat over time

unlike the huge price dezreases in hardware. rhis, once

again, is due to the labor intensive nature in software

design and the lack of breakItnroughs in increasing

programmer productivity [Ref. 1I: p. $7].
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prm

Figure 3.2 Standard Software dirket Demani Carve.

*2. 92=a Mt~

The costs of 3o~tware form a step Eanction with

respect to the number of applicatioas involvad. If :

represents the cost6 of a pieca of software for application

i, the total Software Cost i.s reprasnted by aqition 3.4,

c5=z (91n 3.1)

2)



( 3.5)

vhere N represents all applications zonsideral. Likevise

the values can be calculated as in ialition 3.5, where vj is

Figur 3.3Sftware Cst .Valu easnhp

I

teSS

JI

the value of using one particalar plece of scftiare. Thi

leads to the relationship of costs to values is dep! ct&4 ia

Figure 3.3 N ote that aa value 13 gainLed uant,-1 the costs
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of the first piece of software has been realized. rhe

dashed curve drawn throag2 the step fanction rEpresents the

progression of the cost-banefit relationship.
The aext set of Jnaphs, zotained in Figure 3.4,

illustrate the optimum value of software. rhe x axis,

applications, is the namber of aplications or quantity

(q ) of software to be ococuced. rhis means that q* ani
i*, the optimum number of applisations, within the step

function, are the same. The uppe: graph shows the total

cost of software (Cs ) ,l the total value of software (V, I

versus afplications. Fr)a the -ptilality equitions above,

the optimum amount of softiarg is th-sn demonstrated by equa-
tiOn 3.6 . In words, aluation 3.5 says that -ha optimum

quantity of sof tware is that which sets the marginal net
value to zero. The marginal aet v.Lja, by definition, is

ths marginal value less the margiaal cost, wtizh indicates

that these latter two valaes must . equal at the op-timum

quantity of software.

To round out the liscussion on software costing, I

few words must be said with regard tD selection and informa-

tion quality. As mentioa-d above, informatioa auality is a

measure of system effectiweness ani, -s such, is not consil-
ered in the decision rules. The soft re is responsible for

handlinq data within the program ial the eff-ctive display

of the processed inforxation. iithout software that

protects information quality, the value of the processei

data is likely to decliae. Naturallf, this attribute of the

software affects software prize. Figure 3.5 from Emery

S--[Ref. 2: p. 3961 shows software cost as a function of infor-

mation quality. It is a clear xiample of the law of

diinishing marginal retu:2s. It also unders.oces the neel

for the prospective software buyer to car.fully select those
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Figure 3.5 Softvare :,3st versus information Quality.

programs that vili hand13 and prasqnt data in a manner

befitting the application.
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B. HARDWARE COSTING

Microcomputer costing liffurs from mainfrase costi-g by

mere than just the orders of magaitude involved. Most

micros are designed Is a single cc.uit board

("zotherboard"I with expal3ion slots for additional features

contained on cards. rhLs structure enables the user to

specify the particular features re~aired and, more impor-
taatly, to exclude features not neeled for his ipplication.

Large computers carry many staadarl features, some of which

are not needed but cannot oe elimiattei for a reduced system

price. This means that 2icro-omputers can be idapted to *

specific function more reilly than ainframes which tend -to

retain their general purose chari:reristics. It must be

pointed out that the trenl in large systems today is towarl

specialization and away from the ;e9eral purpose mainframe.
Database machines, large :ewspaper-tfpe word processors, ini

iniustrial robots are a few exampls of specialized main-

frames. In addition, mi-ros are limited in the amount of
expansion possible while i mainfraze usually his more slack

before the saturation polat is r-a~aed. This makes tha

mainframe more forgiving of design 21stakes thia the micro.

1.

The hardware aartet is :tiracterized by amazing

advances in technology. The computer power of the 19601s

Atlas mainframe can aoi be purchased for under $100.

Manufacturers of microc3iiputers hive generally upgrade!

their products in three basic ways. They have either: a)

held price constant and increased performan:3; b) hell
* performance constant and decreased p-ice; or cl introduced

completely new architecture with brand new features. A
current example of the litter is tme introduction of the

sixteen-bit microcomputer. These rapid advances in
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technology impact upon llfecycle calculations of hardwars

cost. Also affecting lifecycle cost is the recent

Ac:elerated Cost Recovecy System (ZI.SI method of equipment

depreciation. Under &RS, the cost of a microcomputer used

in a business application car. be felLy depreciated over five

years. This rapid write off prorides a good degree of

insurance against hardware selecti3n mistakes.

Although not readily admittal by microcomputer manu-

facturers, their individual prodicts are parchased by

consumers without regard to the statis attached to the brand

name. Purchase price, not the prestige of say, IBM, is the

primary consideration. For example, in late 1982 Apple

Computers reduced the pur:case price of the Apple 11 mode.

by approximately 25 perceit. Sharp stles declines prompted

Radio Shack, Zenith, ani IBM to mate comparable reduct-ions

on their similar systems "aef. 15: p. 456]. .his indicates

a high cross elasticity of demand. In fact, these systems

were also experiencina sales pressi-s from Apple's forth-

coling shift from 55$1 to LSI technology and market

anticipation of 16 bit microcomputecs. It ca be assumed

that this high cross elasticity aeas price is nearly md.-
pendenrt of manufacturar, tqzhl ogy, and machine

architecture. The primary element in hardware price Is

amount of main memory. Figure 3.5 illustrates costs for

various memory configurations Df fou: popular micros.

2. Cgla Meth.4

The cost of hardware (Cy considerea here will

include two elements; the cost of tie processor (designated

C, ) and the cost of peripherals (Cp Peripherals will

include printers, disk drives, modeas, and carls installed

in the computer cabinet. Processor costs refer to only the

CPg, co-processors, and memory. Thi3 differs from aainframe

costing where the prices for these items are so variable
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COST vs. MAIN MEMORY

. i -- -4i-- ---.....

IBM1 ,

ent

a

II

Iu a-O1--* .. "'" U-B

*

2000 2900 3000 2000 400 45'00

Cost (dolars)

3 urce: Byte Magazine

Figure 3.6 Pric93 of Four ficrocomputers.

t'" they must be considered separately. ks shown i2 Figure 3.6,
hardware cost is primarily i fun:tion of amuory size.

Therefore, a unit of sezury is i :,-vaenient measure when
referring to the size oe the i:-rcomputer. The memory

required is a function of the applizations selected to run
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on the computer. The memory must be large enough to ccntain
the program and data. This requirza.rt is becoinig .ess ani
less binding as new operating systeas which are capable of

"swapping pages" of memory are introluced. Swapping is the
technique whereby main aszory contains only that amount of
information needed to perform the :u.rrnt prograx step. The
additional instructions a2l data are swapped back and forth

from a secondary storage device suzh as a disk. The cost of
peripherals can likewise be considered as a step function
dependent upon applications. & priitar or moDem will only
be purchased if required by the intended application.

At this point, what is neeled is a way to cost hard-

ware and peripherals as i non-recurring cost while
accounting for the historizal price reduction of the items.
Ei-Dor and Jones [Ref. 15: p.6] provide a good discussion
of this problem:

tt is assumed that the iarket priza of hardware can be
.stimated as a function )f time. rhis function icalled
the unit cost estimating relation ship), is wr-tten u
(t,). *The inclusion of the tlm. wariabe; modeis the
observaticn that hardiare prizes have chiag;ed os:dramatically over ties. In general, fc= a ;iven tach-
aology, intuition (and zisual emparizism) suglests thataarke" prices declins ower time--3scond and -hird-hand
sales are at lcwer pric.s than fi.-st time sates. Thus
the time rate of change (designatei u/it) is generally
negative for computer hardware. rhe variable U repre-
sents the parameters of the asimi.tig function.

The parameters referred to, in conjunction with the variable

U, are the parameters that locate the price -urve of the
item. For example, if the prize cirw_ is linear, then equa-
tion 3.7 shows the equation for the price curve and U is

a 4, (eqn 3.7)k

used to estimate a and b. Equation 3.8 modifies equation
3.7 to indicate the 1-peadence of the parameters a and b
upon a.

37

J . .- - . . . . . . ... -



(eqn 3.8)

When dealing vita mizrocoapiatqrs, ax alditionil

variable applied to the anit cost estimating relationship

vill yield the desired t~tal cost. That variable is the

nuaber of units of memory needed 3y the applization that

uses the most zemory (designated HC 1. Therefore the total

Cost of hardware at the tize of start-up (desi;2ated Ta )'-63

equation 3.9 . Likewise, where Hp aguals the 2aximu2 cost

of peripherals over all i~plications, the cost of periph-

erals am start-up is given by .quatiDn 3.10 . It should be

pointed out that where H, refers to the 2xciaum of one

applica-sion, Hp refers .o the maxium over all applica-

tions. For example, Hf is the sum total of the cost of the

printe: for application oia; the Iaguage card for applica-

tion two; the disk driv for appli:ation :hzee; ind so on.

The salvage valae of both ha-dware types can also be

determined using the unit :os- estimating relationship. In

this case, the time at dbich proluction ceases (d.signated

Te ) is used to locate the values. The ejuations for

~ ~ (T~ (eqn 3.11)

NPi (1pA'(7 Z(P) (agn 3. 12)
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salvage values ate written in equations 3.11 aad 3.12 . In

these and all time-depenl.nt equations, TZ and r are

calculated based on the pcesent as t;.zi zero.
Summing the two values defin.d by equations 3.11 and

3.12 will yield Sv , the total hardware salvage value. This

value must be discounted to the present and subtracted from

the costs to yield the net present value of the hardware.

This is accomplished by ipplying tie appropriate discount

rate (r) as shown in ejuation 3.13 where CH  is the sum of

A)P V e- +(eqn 3.13)

C, and Cp , the results of esuitions 3.9 and 3.10

Selection of the discount rate is left -o the ialividual.

3. Hardware aintecie COst

Since software maintenance is performed only by ths

software vendors as discssed above, the only maint enance=

costs Jr. this scenaric ae hardware saintenance costs (C,).

These costs are spread ve=r the Bat' e 1if eycie of -h?

project and are the onlj recurrirg costs of automation.

4aterials such as diskettes and p!per are overhead costs an.!

will not be included in tais analysis. The synbols p. and

p. will be used to designate the price of niintnance of

the processor and peripherals, Cespectively. At each

instant of production, the maintanin: costs are illustratel
by equation 3.14, where the zero subscript -eans that the

variable represents any given instaat in time. Therefore,

the net present lifecyla maintanance costs (.PL,, can be

derived by adding all .taa instantineous valaes by using

integration and liscounting to the present as in equation
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3.15 . This maintenanae cost can also be called the

operating cost of the system.

C. OTHER COSTS

1. isks

The risk of failure of an automated project must be

coasidered as a cost. Et is not quanrifiable since the

probability Df failure cianot be es:imaed with any accu-

racy. The risk of failure can :e substantial as this

quotatior. from Levy (Ref. 17: p. 234] il.1lustrates:

Small businessmen are u-saally more demanding than other
zustomers because often .he -:.-r ti bus:.es operation
iepeds on the computer ... Neitlac the small comoutir
busfaess nor .ts small ausines- castcmer can survive a
major financial. mistake.

Wi:kham [Ref. 10: p. 51] -;rees:

rhe risk to the potential first time small business
zcmpu-er user is a uajor deter.ent to the use of
computers in many =ises. Whs the busiaess owner
:onsiders the extent t which he i= olaying 'You Bet
four Comoany' on the 3uccessful t-an itlon to a new
computer system, he oecoes very iautious. The risk is
inherent in the managers lack of expsrisnce and knowl-
edge in the area of cnmpiters, but also due to the fact
that the system size ia cost is sauh that he iust place
is ma.y avplications as ossible )n4 the systam in orderto Justifr ios cost. f.is f unceases
the risk he is taking.

Even wi-th a low probability of failire, the expected value

can remain quite high since the antirs busine ss may lepent

upon the computer. Haftki (Ref. 3] relates the situation of

a failed attempt by professional nonputer scientists to use



an eight-bit micro for a structural egineering application.

Problems arose froma a totilly unexpected sour.a; the micro-

computer's sight-bit rep.--sentatiDn of numbers resulted in

poor data accuracy. The micro could not carry the

significant digims needed for precise structural analyses.

A corollary to the risk of filure is the risk of

using a poorly designed sfstem, one that does aot actually

meet the needs of the individual. The expense involved is

the opportunity cost of Ising a better, more effective

method or perhaps improving perforunace by using the ol

manual system. Rather thin admit failure and write off the

experience as a loss, users will often force cemselves to

use a computerized system. 3ome =.imples of poor systems

are:

1. Systems !:hat ripuice zon-:iaiDlis data encoding for
machine readabilty.

2. Systems roducing :Luttered Ditput.

3. Systems with poor lita iccurazy.

4. Programs which for=e usErs th:oju h mani steps when i
s mple update is all thit 1i?9 led.

5. Systems which clinot be ised without frequent
referral to inszzuction manaa:s.

Since these costs cannot oe detecnz'ad, they will not be
included in the decision rule.

2. Desi1L &i S~taj Costs

Design and start-ap costs are =extremely difficult. to

quantify. They represent the opportunity costs of the time

lost while building and implementiag the system. There is

much in the literature 13aling with mainframe and large

system start-up costs, bit these eamples cannot be scaled

down to apply to microcomputers. rhis is due to the fact

that most of these costs are inurred by computer system

professionals, not the SfsteM usar, a relatively unskilled

lay man. One of the primiry elements in this :ost category
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is the expense of converting flit paper files into -a

cosputer database. Thar- a-e three basic methods of file

conversion; mass conversion, conversion at tiag of account

service, and conversion 3f new a-counts. The litter two

methods carry an additional burden of having twr systems in

operation simultaneously. For purposes of the decision

rule, these costs will not be considered. If accurate esti-

mates of these expenses -an be obtiined, they should be

considered is a non-recirring cost encountered at system

start-up time.
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21. Cl, LIZ21 IRAt 21!II2211IU

Now that the costs tad benefits have been measured,

development of a set of Iscision rules to permit optimiza-
tion can begin. The p:avious :hipter discussed optimal

levels of hardware and software sepiritely. This is useful
for a general explanatio2 of the optimum amounts but does

not cover the specific -omoinat-ion ia atail. ?he decision

rules are based on the technique of linea programming .o

achieve optimization. The form of the linear program seeks

to maximize or minimize ai objective which is i function of

one or more decision v riaoles, subject t3 a set of

constraints. The initial dezisirns on quantity and mix,

tiling, and allocation !orm constraints on the primary

economic decision rule.

A. DECISIONS

1. 1 d _2 t i 2L
The quantity ana mix decision attempts to optimiz -

the amount of hardware anJ software purchased. Since the

amount of software driwves the decision on how much hardware

to procure, the mix decision is triviil. Howevr, the cost

of additional hardware 1os affect the decision on how much

software to purchase. Some marqinal measure of value change
in relation to a change in the quantity of software is

needed to calculate the desirel quantity of software. The
se.-tion on revenue genarition in Zhapter II aoted that the

mir.-ocomputer does not a.tually :Datribu.e revenue to th_

user but produces benefits which h5,ve a measurable value.
Assuming this value is .created by the machine (with the
ap~licable software) , tiere is soze production function,
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0 V, which defines this viLue realtiln. The target measure

can be expressed by the changa in the production function

with respect to the change in tha quantity of the sole

6I (91n 4.1)

input, software. Equati3 4.1 is the resultant 2easure. It

shall be called the mar;inal vale product of software

(HIP). This is at variance with tha tradi-tioniL definition

of marginal value product which refers to the specific case

of the marginal revenue pcoduzt of i good. qoweve.-, th
term marginal value proluct will be ised here to underscore

the facts that: a) no physical prD4duct is produced (hence

marginal physical product is iaapprD.ciate); b) the system

generates no direct reveaie (whi= leans marginal :evesnue
product is not the cocrect term ; -nd c) the berefit3

-produced have a measurable valus. rnezpfore, marginal value

product seems to be the lost cor.-ct term for thi-s uriu?
case although it is not :e textbook 1efinition.

The aarginal increase in software may require aa
adlitioral amount of harIar _ and i. arased maitenance. So

the net present value of the harldire must be considersi

along with the acquisition cost of the softwci which will

form the opportunities focegone by the project. The acqui-

sition cost of the softiac- (Cs ) froD equation 3.4 is added

to the net present value if the hardia-a from equation 3.13

and the lifecycle maintenance cost -s figured in equation

3.15 . Therefore, the overall net opportuni.ies fregone
(which will form the num.cator of the decision rule) are

C..C $ L +jt 9p 1 p,P- o (eqn 4.2)
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found by equation 4.2 . Now by applying the lifecyc.Ie

values gained by software utilization to equations 4.1 andIr. -,.; Is Ir
fjAva~ el .SVe
.r! C. p- Hp .4.Y ' (ealn 4.3)

4.2 the formal decision rule can be lerived as equation 4.3.

The marginal value product of sguatiin 4.1 is divided by one

to form the denceinator Df the right hand side of equation

4.3 . Thus the right hind side is the net opportunities

foregone divided by the mirginal vaLie product or, the net
opportunities foregone at the margin. The left hand side of

equation 4.3 is the life:ycle marginal value Df the system

as found by equation 3.2, where the quantity )f the input,

q, in equation 3.2 refsr3 again, ti the sole input, soft-

ware. In words, the optimal quantity of software will be
purchased, geeis pa when the marginal present life-

cyzie value of the system equals the margiaal . esent
1ifecycle cost of the system measur-! in terms of software.

2. Timing~

The decision on maen to begia microcomputer opera-
tions is very important. As dis-ussed in Chapter II, the

price of hardware has Cse-reased gre tly over time. rhe
tiing decision rule aczounts for the net opportunities

gained and foregone at the margin by starting operations at

tize T8 and ceasing operacions at tive V. The marginal net
opportunities gained at ra is the vilue of the system less

the operating (maintenamcas costs. aluation 4., is lerivel
from equation 3. 14 and shows these opportunitis discounted

A)
eRn 4.4)

%Nam.



to the present. Now eguition 4.4 aust be decreased by the

cost of not delaying pur.'hase in a harket where the prices

are falling. ks aentiomed earlier, Zia-Dot and Jones desig-

nated this price reduction as lu/dt. Alapting this notation

and substituting the relevant variables yields equation 4.5,

the representation of the costs 3f purchasing hardware at

P
77- (eqn 4.5)

tie Ta . Since prices ire fallia;, equation 4.5 should

yield a negative value. The mext procedure is to add equa-

tion 4.4 and 4.5 to form equ!tion 4.6, the total

)V (sjn 4.6)

opportunities gained at time Tn. Now that the opportunities

gained have been adjustal for the op.ortunity -ost of the

purchase time, equation 4.6 can be :lled the time marginal

net value plus the tine marginal icquisition expendirur .

adjusted for opportunity -ost. Note that hers again th_
values of the hardware variables refer to that amount of

hardware needed to implement the applications for which
software is obtained.

The opportunities foregone at the margia are simply

whit could be done elsewhere with t&e funds invested in the

system. This figure is obtained by 2ultiplying system cost

from equations 3.9 and 3.10 times :he appropriate rate of

return. Therefore, equation 4.7 represents the ,e-. opportu-

nities foregone due to system start-up. Equation 4.7 is
also called the time margiaal interest value on acguisition

expenditure opportunity cost. Since the optisam is definei

as the point where the ne marginal value is zero, setting

tha marginal opportunities gained (uarginal valae) equal to

45
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A(Cs ~ ecfii~~)*#p~(7,~a~) £(.3srn 4.7)

the marginal opportunities foregone (marginal :ost) will

pr~duce the desirel decision rule. Equation 4.8 is formel

(V--4 'p + " & ,,,' M--"e

by setting equation 4.6 equal to equation 4.7 . The

discounting factors on either side of the e ality sign

cancel out. This means t .e results 3eed not be expressed in

now year dollars. The dazision :ale can now be stated a :

the optimum time to begin system as?, eteris_ p bi _ i3

when the time marginal. i.t value ?lus the time marginal

acquisition expenditure aljusted for ipportutity cost equals

the time marginal interest value on i.:guisition axpendi-.ta.s

opportunity cost.

The decision rale on when to cease operations s

computed in exactly the same iay axzipt now the opportuni-

ties are gained and foregone by contlauing operations. The

system end time (TE) is tsel in place of system sta": zime

(T8). Also the cost of software realize at start time now

appears as a charge a;z.nst £ysza value. rhis as-us

software cannot be sold #ith the syst.m. Eju-tion 4.9 is

-OP (C Iap(eqn 4.9)

the result of these chaagas. Egaition 4.9 states that the

* optimum time to cease system operation, atniK t 1 k,

occurs when the time marinal system value plus the ti2e

(47
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marginal hardware salvage value adjusted for opportunity

cost equals the foregone time margiail interest value of the

hardware.

3. Allocatioa

The allocation le-lsion rule measures opportunities

gained and foregone at tie margin by using the computer

system. In this discussion the terms value and revenue have

some important implications. Recall that microzomputer use

in and of itself does not generate revanae but rather saves

cost and time. The ti*m savings das a value in that the

extra time can enable tha user to gzerate revenue for the
firm. Therefore, the )3portuniti.s gained by using the

system will be called valie. If tie user is a3o asing the

system, it is assumed he will be eagaged in some activity

that will produce revenue for the firm. Hence the opportu-

nities foregone by the user usin; the system are the

revenues he. could have ga.erated if he were not using the

mizrocomputer. The term reveaue vill be used when speaking

of the opportunities an individual :an gain di-hout using

the micro. As will be shown later, plots of revenue and
value over time form different curves. It is the nature of

these differences that permit cl=a- ition of the optimum

time allocations. A bri3Ef discussi.a of revenie g: 3ration

in a small firm is required it this point to amplify the
distinctions between value and revenie.

Unlike large compitin; systems serving many users,

personal computers are iot in conti.ous use. They are

designed to serve a single user and, thus, are used in much

the same way as a telephone to accomplish a specific task.

Therefore, the user should develop some insight on how much

time to use the system ail how to allocate that time among

the various applications. This, of :3urse, is highly depen-

dent upon the nature of the market affecting the user.
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Consider the case of a small business operating in i

perfectly competitive mircat. rhis is a valil assumption,

for although an industry may be 1ouinated by a few large

firms, the market segment for the reazinder of suppliers may

operate under perfect competition. lansfield "Ref. 18: p.
127] states that under perfect competition a firm will
possess demand and mar;iial revena zurves that are hori-

zontal and equal. The liie libellel MR in the lower graph

of Figure 4.1 shows Mansfield's mir;inal revenue curve over

time. Therefore, assumin; the potential computer user dedi-

cates more time to revenue generatioa, the best that can be

expected is a monotonic iazrease in tatal revenue over tim_.

This linear increase in total revenue (rR) over time

(t) means that the time aarginal revenue or marginal oppor-

tunities foregone by system use represented in eguation 4.1

reduce to a constant (0(). The time3 marginal opportunities
(value) gained by using taa system, however, have a point of

diminishing marginal returns as showa by Figure 4.1 . The

maginal value curve in Figure 4.1 iis an equation as shown
in equation 4.11 . 3:iallj, the use: will perfs:m the

function that has the largest margiii.l contribation to his
firm. There is some timS, shown Dn Figure 4.1 as t*, when
the marginal revenue of non-use re greater than the

marginal value of using the system. At this point the use:

will stop working with the computer ard begin r.venue gener-

ating activities. The d.:ision rule is then, the optimum

amount of system use is a:hieved, ;e: rs aribas, when the
time marginal revenues gained from not using the system

equal the time marginal values of system use. It is

expressed by equation 4. 12 where use time, t, is less than
T, the total time the system is available.

Now that the optinum amount of system use has been

identified, the user Must try to 3aximize the total and

marginal values of the system by :hoice of applications.
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Figure 4.1 Value-Revenas Relatioaships in a Small Firm.

Referring again to Figura 4.1, tha= user will attempt to

.n..-ease the y ax-is w aes Df tha= rv and IV curves by
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['IV (eq .11

/1 12'(eqn 4.12)

selecting the amount of t-e the virious programs are to be
executed on the microcomputer. this procedure enables the

user to attain the mizimum vaWle from the system.

mazimizinq system value =an be expressed as an integer

program with equation . 12 as a aonstraint. Integer

programming is the proper te.hnilau since an application

program has no value unless it is zompleted. The p.cgram

is:

Max Z = x,/t, v1 + X tX v2+ x3 /t 3 v3 . . . K /t, V

By choice of: x, , x., X3 F . . . X .

Subject to:
, + x/tL + 13/t 3 +. . . x/t/t =

and n2 -re7atiVit .

in the ir.teger program, the x values are the d.eision var-

ables which represent the Dptimum 1a2un)t of tiaC to run each

application (the subscripted v varianles). The subscripted

t variables represert the run time of each application. The

- quantities x/t are then the amount of run time divided by

the required run time to yield the number of times each

application should be run in time t*, the optimum amount of

system use time. Equation 4.12 appars here as a constraint
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as a reminder that the optimum amount of system use time has

already beer determined ail cannot be violated. lot-ic that

hardware costs play no part in the allocatioa decisions.

Since the investment has already beea made, these costs are

known as sunk costs and are not relevant to the decision.

B. SYSTEM DECISION RULE

I The system decision rule att323t3 to MaXiaize systeM

value by selection of both hardware %nd software. It is

expressed as a linear program encompassing many of the equa-

tions previously discussal. The rile calculates the maximum

value that can be achiewed oy the system under optimum

conditions and provides the basiz figures for lifecycle

cashfiow analysis. The system decision rule Is:
I. -  drf - + V r d

max Z = e dt- Z5 CN -5 JC

By choice of: C., C3, T3, T

Subject to:

V= vi eqn 3.5

CA ZC. eqn 3.4

CH = Heu (Tsi k) + RP 1. (r. , ) . eq, 3.9, 3.10

SV = Heu, (TSi) 4 H1p (4 , U0 ) a eqn 3.11, 3.12

CM = Hp& + Hppp eqn 3.14

Ta < Te

and non-negativity.
Notice that this is not a aargina computation, but a

straightforward accounting of system value, ll factors are

di3counted to the present where appropriate.
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C. SINSIVITY ANALYSIS

Sensitivity analysis identifies those variables within

the decision rule which introduce the greatest amount of

change in the final outco%3. rwo variables which introduce

great fluctuations in the equation are interest rate (r) and

lifecycle (t). These serve as miLgifiers of the =ecurring

costs and can introduce wile vxriations in the results. The

lifecycle figure can also have great impact if workload

growth over the lifecycle exceeds the amount allotted for in

hardware size. The rule shoull be re:alculated with several

sets of lifecycle and rate values ihile keeping the other

decision variables constant. this will help identify

possible alternative solutions.

The quantity of software produ:3i is another variable

which has a large effect on the dezisio-n rule. Since hard-

ware is selected to fit the software, the guantity of

software determines both 3roc.ssor and peripheral costs as

well. These costs in turn are used to figure hardware main-

teaence cost, a recur:ina cost th.-oughout the lifcycle.

This means -ha: the in.t6l seieoti a cf software is crit-

ical not only in tae value 3.t.ermination previously

discussed, but as a cost factor that is the basis of many

other computations. In a dition, iost of these costs are

inzurred at the system start tine. and are not greatly

affected by discounting. This "front loading" of costs in

now year dollars means a substantial commitment is at risk

in the project.

D. ECONOMIES OF SCALE

A final topic in this economiz iaalysis concerns econo-

k miss of scale. &ssuuin; the usec is about to procure a

microcomputer, the question of whether greater savings can

be achieved by moving t. i larger scale computer is germaine
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to this discussion. Since the micco represents the smallest

scale computer, the existince of a:3nomies of scale should

di:tate against a small =omputer parchase. The issue of

economies of scale was first postulated by Herbert Grosch in

the 1940's. Grosch's law states that computer equipment

average cost decreases substantilly as size increases.

Sharpe [Ref. 9: p.315] interpretel 3rosch's law in the form

of equation 4.13 where is system cost; E is -ffectiveness

C <'E: (eqn 4.13)

(pezifcrmance, speed, th:oughput); and K is some constant.

Subsequent findings by Solomon [Ref. 19] and Knight

[Ref. 20] idicate Grosch's law applies more to scientific

computing and other CPU Latensive prDcessing than business

apolications but is generally true over a wide range of

computing uses. Does thi3 mean that diseconomies are auto-

matically in-troduced by the very nature of small computers?

Hardly; these findings ace all based on large operations

whre there is a contiauous job stream. The personal user

has perhaps a dozen applications, n t nearly enough to keep

a 2ainframe busy. Econouies of scale do exist, but only

when the amount of work is sufficient to warrant the large

con puter.
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V. :_o c ~L2g

This paper is an initial attempt to clarify the benefits

gained by microcomputer use. There is a surprising lack of

literature on the econoui:3 of small systems. lost of these

eqaations are based on information gained by stadying large

systems and applying it to the small system market. There

is a great deal of literature offering general, non-

parametric advice to the personal compter user.

Unfortunately, most authors prefer to discuss hardware and

overlook the real value-producing object, software. This

hardware orientation resalts in situations like that of

Standard Oil of Indiana. Standard spent a great deal of

tiue and money selecting the best microcomputer for use by

th-ir executives. The :-lmination of this effort was a

le.gthy report on micro-omputers :Ref. 21] ani inclusion of

the approved systems in the ir quilified prduc+ts list

(Ref. 22]. This means tiat executives are authorized to

purchase any of the qualified systeas with no gaidance as to

effective software. In terms of the l--ision rules

discussed above, this is zlearly a mistake.

This paper presents the dypothsis that production of

value using a microcomputer involves only one input, soft-

ware. Hardware is obtained only s a levice to accomplish

the software's work aad its size is dependent upon the

re4uirements of the software. In tiis setting, hardware is

analogous to a catalyst in chemistry; the presence of a

catalyst is required for a reiction but is not actually an

input. The decision rles refle:t this assumption by

relating the costs of hardware to the amount of software

required. Since memory :as become iacreasinqly less expen-

sive and microprocessor speeds increased, programmers have
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become :ess concerned aaout limitiag progra 3ize. The

hardware costing decision rules Shoi that a savings can be

gained by keeping memory requirements low.
More empirical researrh is needal to help determine how

value is produced by a icrocomput.r. If the production

functions of various micro.'omputers cn be expressed econo-
metrically, it would relice the c=oplexity of some of the
decision rules and provila some hirl numbers to work with.
Also, the effect of vicious pi.ces of software on the

econcmic decisions is not cleirly una.rstood. More basic
research into the nature )f inforuation quality is needed.

For example, what are the opportunity costs gai.ad a.! fore-

gone when selecting an iccounting software package froi

vendor A instead of vendor B? The answer depends upon the
valuation of the effectiveness of tnh two competing software

pa:kages. At this tima no emoirizal method exists for

measuring effectiveness of quanattiss of software.

Considerat:ion of the recreatioial 7alue of microcom-
puters has been purposely excludel from the i-cision rule

since the hobby application does not contribute -o t.e

firm's revenue. This may not o. a vali assumption.
Evidence exists that cou;uter power in 'he nands of the
idividual has some value to the usr as a pergisite of his

position. In fact, in a .2 us j j.k article on marketing

small computers [Ref. 23: p. 78], arren Wing.r, chairian

and owner of the Compu Shop chlin observes,

Personal computers are very much like siagle engine
business aircraft. The're bo;t for busness, but
zost of the activity a% smaller airports is on the
weekend.

If there is no demonstrable Talue gained by such recrea-

tional use, there is at b3st some p31=hological benefits or

image enhancement to be gainad Dy the user by having a
computer system at his liposal.
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The importanc of systams analysis cannot De overmpha-

sized. This paper has suggestel I systemati: msthc for

anilyzing benefit elemeats designal to tailor the microcom-

puter to the individual. To izhia v the maxisuz benefit it

is essential that the aolicatioas be clearly identified.

This method of benefit inalysis ittempts to combat the

unknown quantities mentioaad abova ia an informil, i. a.

noa-mathematical, way, ilkait within i well-spe.ified framg-

work. Host of the variibles ased Ja the decisi3n rul-s are

based on the selection )f effective software to meet the

inlividuals' needs. All the softwvri in the wrli will bl?

of no valus if the user loes not ii_-stand the na-i=re of

his work and how to accomplish it.
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RU&
VARIABLE DIREZT3RT

V a value obtained.

TV * total value.

TC a total cost.

MV marginal value.

MC a marginal cost.

NV = net value.

R revenue.

TR - total revenue.

MR = marginal revenua.
V= value obtained fros softwar-.

c= cost of one app1i:,ition.

va = value of one appli-ation.

q3 = quantity of softwa:e.

C= cost of software.

C = cost of hardware.

C, = cost of processors.

CP = cost of per-iph-rals.

u_ = a unit of processor.
u, = a unit of periphecrl.
He = total amount of processor re3uired by sDftware.

rp = total amount of peripherals rceuired by software.

Sc = salvage value of 3rocessors.

Sp = salvage value of peripherals.

a a total salvage val3.
a = total cost of aiintenaaze.

t S lifecycle.

T - amount of time in lifecycle (t that the system can
be operated accounting for mainte:ance down time and user

time off.

T= time of system :eisation.
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T3 time Of system stirt-up.

t* time required tD :Dmplete application i.

r =discount or interest rate.

Smicrocomputer prolucti~n faaztion.

PAs = price of software.

p, price of processo= maintenae.

pp a price of peripheril mainteniaz:.

0
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